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#### Abstract

We make a comparison between the identity matrix and the counteridentity matrix by studying the eigensystem of $J+M$, where $J$ is the counteridentity matrix and $M$ is a structured matrix, with the goal of expressing this system entirely in terms of the corresponding eigensystem of $M$. Also, properties of some parametric families of the form $J+\rho M$ are studied.


1. Introduction. Properties of the sum of two matrices have been studied by many mathematicians in many contexts with the objective of finding connections between the eigensystem of the summands and the eigensystem of the sum. In particular, the eigenvalues of the sum of the identity matrix and another matrix is one of the first sums that one encounters in elementary linear algebra. A very useful relative of the identity is the counteridentity $J$, which is obtained from the identity by reversing the order of its columns. The question we pose is: how closely is the eigensystem of the sum $J+M$ related to that of the matrix $M$ ? With no restrictions on $M$, it appears that little can be said about the connections between these eigensystems. However, we show that if $M$ is centrosymmetric, skew-centrosymmetric, or diagonal, then the question has a simple explicit answer. One consequence of our analysis is the construction of an analytic homotopy $H(t)$, $0 \leq t \leq 1$, in the space of diagonalizable matrices, between $J=H(0)$ and any real skew-symmetric skew-centrosymmetric matrix $S=H(1)$ such that $H(t)$ has only real or pure imaginary eigenvalues for $0 \leq t \leq 1$.

We begin with a discussion of the counteridentity matrix. By the main counterdiagonal of a square matrix, we mean the positions which proceed diagonally from the last entry in the first row to the first entry in the last row. The main counterdiagonal is sometimes called the secondary diagonal or the main anti-diagonal. We will simply say counterdiagonal when we refer to the main counterdiagonal.

Definition 1.1. The counteridentity matrix, denoted $J$, is the matrix whose elements are all equal to zero except those on the counterdiagonal, which are all equal to 1 .

The counteridentity is sometimes called the exchange matrix or the antiidentity matrix or the contra-identity matrix or the flip matrix.

We denote the transpose of a matrix $A$ by $A^{T}$, the Hermitian/conjugate transpose of $A$ by $A^{H}$, and the flip-transpose (reflection of the entries about the counterdiagonal) by $A^{F}$. As usual, $I$ denotes the identity matrix. Recall that a matrix $A$ is persymmetric if $A^{F}=A$, centrosymmetric if $J A J=A$, and skew-centrosymmetric if $J A J=-A$. A matrix $A$ is doubly skew if it is skew-symmetric and skewcentrosymmetric. Thus, a matrix is symmetric persymmetric (such a matrix is sometimes called doubly symmetric) if and only if it is symmetric centrosymmetric. Similarly, a matrix is skew-symmetric persymmetric if and only if it is doubly skew. We note that Toeplitz matrices are persymmetric. Hence, symmetric Toeplitz matrices are symmetric centrosymmetric and skew-symmetric Toeplitz matrices are doubly skew.

A vector $x$ is called symmetric if $J x=x$ and skew-symmetric if $J x=-x$. We will denote the set of all $n \times 1$ vectors that are either symmetric or skew-symmetric by $\mathcal{E}$.

Recall that the sum of the eigenvalues of a matrix $A$ is equal to the trace of $A$, denoted $\operatorname{tr}(A)$. We employ the notation $\lceil x\rceil$ for the smallest integer greater than or equal to $x$ and $\lfloor x\rfloor$ for the largest integer less than or equal to $x$. We will denote the diagonal matrix whose diagonal elements are $d_{1}, d_{2}, \ldots, d_{n}$ by $\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$.

Here are some simple and easily verified properties of the counteridentity matrix. We assume that all matrices in the first five parts are $n \times n$.

1. $J=\left[\delta_{i, n-i+1}\right]$, where $\delta_{i, j}$ is the Kronecker delta.
2. $J^{T}=J=J^{-1}$.
3. $\operatorname{det}(J)=1$ if $n \bmod 4=0$ or 1 and $\operatorname{det}(J)=-1$ if $n \bmod 4=2$ or 3 .
4. $A^{F}=J A^{T} J$.
5. $\left\lfloor\frac{n}{2}\right\rfloor$ eigenvalues of $J$ are equal to -1 and the remaining eigenvalues are equal to 1.
6. If $n$ is even, then the columns of the matrix

$$
Q_{1}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
I & I \\
-J & J
\end{array}\right],
$$

where $J$ and $I$ are $n / 2$ by $n / 2$, form $n$ orthonormal eigenvectors of the $n \times n$ counteridentity. If $n$ is odd, then the columns of the matrix

$$
Q_{2}=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
I & 0 & I \\
0 & \sqrt{2} & 0 \\
-J & 0 & J
\end{array}\right],
$$

where $J$ and $I$ are $\lfloor n / 2\rfloor$ by $\lfloor n / 2\rfloor$, form $n$ orthonormal eigenvectors of the $n \times n$ counteridentity. We note here that $Q_{1}$ and $Q_{2}$ were used by some researchers to block-diagonalize centrosymmetric matrices and derive results about them. For more information, see [2]. We note that although the definition of $Q_{1}$ stated in [2] is the transpose of $Q_{1}$ as stated here, all proofs in that paper correctly use $Q_{1}$.
2. Centrosymmetric and Skew-Centrosymmetric Summands. In this section we analyze the relationship between the eigenvalues/eigenvectors of $J+S$ and the eigenvalues/eigenvectors of $S$, where $S$ is either centrosymmetric or skewcentrosymmetric. (For basic facts about centrosymmetric matrices, see [4, 5].) The proof of the following proposition is straightforward, and hence, it is omitted.

Proposition 2.1. Let $S$ be an $n \times n$ nonzero centrosymmetric matrix, let $\gamma$ be the number of linearly independent eigenvectors of $S$, and let $A=J+S$. Then
(a) $A$ and $S$ share $\gamma$ linearly independent eigenvectors that belong to $\mathcal{E}$.
(b) If $x$ is symmetric, then $(\lambda, x)$ is an eigenpair of $S$ if and only if $(1+\lambda, x)$ is an eigenpair of $A$.
(c) If $x$ is skew-symmetric, then $(\lambda, x)$ is an eigenpair of $S$ if and only if $(-1+\lambda, x)$ is an eigenpair of $A$.

Observe that the $\pm 1$ 's in the preceding proposition are the eigenvalues of the matrix $J$. If, in addition, $S$ is also real symmetric, then the eigenvalues of $S$ can be ordered as $\lambda_{1}, \lambda_{2}, \ldots \lambda_{n}$ such that the eigenvalues of $A$ are enumerated as

$$
-1+\lambda_{1},-1+\lambda_{2}, \ldots,-1+\lambda_{\lfloor n / 2\rfloor}, 1+\lambda_{\lfloor n / 2\rfloor+1}, \ldots, 1+\lambda_{n} .
$$

Thus, the eigenvalues of $J$ can be ordered as $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$ in such a way that the eigenvalues of $J+S$ are exactly $\mu_{j}+\lambda_{j}, j=1, \ldots, n$, where the $\lambda_{j}$ 's are
the eigenvalues of $S$. This is the best relationship between the eigenvalues of the summands and the eigenvalues of the sum that we can hope for.

The situation with a skew-centrosymmetric summand $S$ is not so clear as in the centrosymmetric case. Nonetheless, the eigensystem of $J+S$ can be largely determined in terms of $S$.

Theorem 2.2. Let $S$ be an $n \times n$ nonzero skew-centrosymmetric matrix and let $A=J+S$. Then
(a) Every eigenvector of $S$ is an eigenvector of $A^{2}$.
(b) $\pm \mu$ is an eigenvalue of $S$ if and only if $\pm \sqrt{\mu^{2}+1}$ is an eigenvalue of $A$.
(c) If, in addition, $S$ is also skew-symmetric, then the eigenvalues of $A$ are either real or pure imaginary, and if $A$ and $S$ share an eigenvector, then $S$ is singular and 1 or -1 is an eigenvalue of $A$. Moreover, if $(\lambda, x)$ is an eigenpair of $A$, then $(\lambda, J x)$ is an eigenpair of $A^{T}$, and if, in addition, $S$ is also nonsingular, then $(-\lambda, S x)$ is an eigenpair of $A^{T}$.

## Proof.

$$
A^{2}=(S+J)(S+J)=S^{2}+S J+J S+J^{2}=S^{2}+S J-S J+I=S^{2}+I
$$

from which (a) follows. Furthermore, if $\lambda$ is an eigenvalue of $A$, then $\lambda^{2}=\mu^{2}+1$, for some eigenvalue $\mu$ of $S$. Thus, (b) is proved. Now if $S$ is also skew-symmetric and if $\lambda$ is an eigenvalue of $A$, then $\lambda^{2}=1+\mu^{2}$, for some eigenvalue $\mu=b i$ of $S$, where $b \in \mathbb{R}$. Thus, $\lambda^{2}=1-b^{2}$ and hence, $\lambda= \pm \sqrt{1-b^{2}}$. Therefore, $\lambda$ is real if and only if $|b| \leq 1$ and pure imaginary if and only if $|b|>1$. Now suppose that $(\mu, x)$ is an eigenpair of $S$ and $(\lambda, x)$ is an eigenpair of $A$. Then

$$
\lambda x=A x=S x+J x=\mu x+J x
$$

Hence, $J x=(\lambda-\mu) x$. Thus, $(\lambda-\mu)$ is an eigenvalue of $J$, which implies either $\lambda=\mu+1$, or $\lambda=\mu-1$. But now $\lambda$ is either real or pure imaginary, and $\mu$ is pure imaginary. This forces $\mu$ to be zero and $\lambda$ to be 1 or -1 . Finally, let $(\lambda, x)$ be an eigenpair of $A$. Then $S x+J x=\lambda x$, which implies $J S x+J J x=\lambda J x$. Thus, $(-S+J) J x=\lambda J x$, which implies $(\lambda, J x)$ is an eigenpair of $A^{T}$. (Note that $J x \neq 0$ because $J$ is nonsingular.) Now since $S S x+S J x=\lambda S x$, we have $(S-J) S x=\lambda S x$. If $S$ is nonsingular, then $S x \neq 0$, and hence, $(\lambda, S x)$ is an eigenpair of $-A^{T}$.

In the case of the identity matrix, we have that $I-S$ is invertible for any skew-symmetric matrix $S$. This is the basis for the so-called Cayley transform
$S \rightarrow(I-S)^{-1}(I+S)$ which establishes a one-to-one correspondence between skewsymmetric matrices and orthogonal matrices. Theorem 2.2 shows that a direct analogue is not possible for the counteridentity $J$, since $J-S$ may be singular. Another application of this theorem is the following.

Corollary 2.3. Let $S$ be an $n \times n$ nonzero doubly skew matrix and let $A=J+S$. If, for every eigenvalue $\mu$ of $S,|\mu|<\sqrt{2}$, then $|\operatorname{det}(A)| \leq 1$.

Proof. Let $\left\{\mu_{j}\right\}_{j=1}^{n}$ be the eigenvalues of $S$, where $\mu_{j}=r_{j} i, 1 \leq j \leq n\left(r_{j} \in \mathbb{R}\right)$. By Theorem 2.2, the eigenvalues $\left\{\lambda_{j}\right\}_{j=1}^{n}$ of $A^{2}$ are given by $\lambda_{j}=1+\mu_{j}^{2}=1-r_{j}^{2}$, $1 \leq j \leq n$. Now since $-\sqrt{2}<r_{j}<\sqrt{2}$, it follows that $-1<\lambda_{j} \leq 1,1 \leq j \leq n$. Now recall that the determinant of $A^{2}$ is equal to the product of its eigenvalues, which implies the corollary.

Now let $S$ be doubly skew and let $A=J+S$. Since $S$ is diagonalizable, then so is $A^{2}$. It follows that $A^{2}$ has no Jordan blocks of order greater than 1 , so the same is true for $A$. Therefore, $A$ is diagonalizable. Note also that the eigenvalues of $A$ are real or pure imaginary, which enables us to make an interesting homotopy construction.

Example 2.4. We construct an analytic homotopy $H(t), 0 \leq t \leq 1$, in the (topological) space of diagonalizable matrices, between $J=H(0)$ and any $n \times n$ real doubly skew matrix $S=H(1)$ such that $H(t)$ has only real or pure imaginary eigenvalues for $0 \leq t \leq 1$. Specifically, define

$$
H(t)=(1-t) J+t S
$$

Clearly, $H(0)=J$ and $H(1)=S$ and $H(t)$ is analytic in $t$. Furthermore, for $0<t<1$, we have

$$
H(t)=(1-t)\left(J+\frac{t}{(1-t)} S\right)
$$

Now $\frac{1}{1-t} H(t)$ is diagonalizable (which implies $H(t)$ is diagonalizable) and by Theorem 2.2 its eigenvalues are real or pure imaginary.
3. Diagonal Summands. In the following theorem and corollaries we examine diagonal updates of the counteridentity matrix. We also examine the eigenvalues of matrices with zeros everywhere except on the main diagonal and the main
counterdiagonal and matrices with zeros everywhere except on the main counterdiagonal.

Theorem 3.1. Let $D_{1}=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ and $D_{2}=\operatorname{diag}\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ be diagonal matrices, let $A=D_{1}+J D_{2}$, and let

$$
M=\left\{\frac{d_{i}+d_{n-i+1} \pm \sqrt{\left(d_{i}+d_{n-i+1}\right)^{2}+4\left(e_{i} e_{n-i+1}-d_{i} d_{n-i+1}\right)}}{2}, i=1,2, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right\}
$$

Then if $\lambda$ is an eigenvalue of $A$, then $\lambda \in M$ if $n$ is even, and $\lambda \in M \cup\left\{e_{\left\lceil\frac{n}{2}\right\rceil}+d_{\left\lceil\frac{n}{2}\right\rceil}\right\}$ if $n$ is odd.

Proof. Let $(\lambda, x)$ be an eigenpair of $A$ and let $x=\left[x_{1} x_{2} \cdots x_{n}\right]^{T}$. We get the equations:

$$
e_{i} x_{n-i+1}=\left(\lambda-d_{i}\right) x_{i}, i=1,2, \ldots, n
$$

Notice that if $n$ is even, then we can partition the above system into $\frac{n}{2}$ systems. Each system consists of two equations of two variables $x_{i}$ and $x_{n-i+1}$. Solving the equations yields the result. If $n$ is odd, then we have a similar situation. The only difference is that we get an additional equation (the middle one) of one variable which is $x_{\lceil n\rceil}$.

Note that $A$ in the previous theorem has zeros everywhere except possibly on the main diagonal and the main counterdiagonal.

Corollary 3.2. Let $D=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ be a diagonal matrix, let $A=$ $J+\bar{D}$, and let

$$
M=\left\{\frac{d_{i}+d_{n+1-i} \pm \sqrt{\left(d_{i}+d_{n+1-i}\right)^{2}-4\left(d_{i} d_{n+1-i}-1\right)}}{2}, i=1,2, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right\}
$$

Then if $\lambda$ is an eigenvalue of $A$, then $\lambda \in M$ if $n$ is even, and $\lambda \in M \cup\left\{1+d_{\left\lceil\frac{n}{2}\right\rceil}\right\}$ if $n$ is odd.

Proof. The proof follows directly from the previous theorem by taking $D_{1}=D$ and $D_{2}=I$.

Corollary 3.3. Let $D=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ be a diagonal matrix, let $A=J D$, and let $M=\left\{ \pm \sqrt{d_{i} d_{n+1-i}}, i=1,2, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right\}$. If $\lambda$ is an eigenvalue of $A$, then $\lambda \in M$ if $n$ is even, and $\lambda \in M \cup\left\{d_{\left\lceil\frac{n}{2}\right\rceil}\right\}$ if $n$ is odd.

Proof. The proof follows directly from Theorem 3.1 by taking $D_{1}=0$ and $D_{2}=D$.

Note that $A$ in the previous corollary has zeros everywhere except possibly on the counterdiagonal.
4. Rank One Summands. In this section, we examine rank one updates of the counteridentity. In the case of a general rank one complex matrix of the form $u v^{H}$ very little can be deduced about $J+u v^{H}$. Indeed, if one perturbs $J$ slightly so that the resulting $\widetilde{J}$ has simple eigenvalues, Anderson [3] shows that the sum $\widetilde{J}+u v^{H}$ can have arbitrarily prescribed spectrum for suitable vectors $u$, $v$. If one specializes to a rank one real matrix $\rho u u^{T}$, where $\rho$ is a real number and $u$ a real vector, then the standard divide-and-conquer algorithm, together with deflation [6] can be used to compute the eigensystem of the sum $J+\rho u u^{T}$, since $J$ is real symmetric. However, if explicit formulas are desired, one more specialization is needed. We consider the case of a nonzero real symmetric vector $u$. It is harmless to assume that $u$ is a unit vector $\left(u^{T} u=1\right)$ and we do so. Thus, we have a parametric family of matrices $H_{\rho}=J+\rho u u^{T}$.

First, we consider an analogous parametric family $P_{\rho}=I+\rho u u^{T}$. The eigenvalues of the rank one matrix $\rho u u^{T}$ are $\rho$ and 0 , the latter with multiplicity $n-1$, and the corresponding eigenvectors of $\rho u u^{T}$ form an orthonormal basis $u=u_{1}, u_{2}, \ldots, u_{n}$. Thus, one immediately obtains these standard facts:
(a) The eigenvectors of $u u^{T}$ are eigenvectors of $P_{\rho}$.
(b) $n-1$ eigenvalues of $P_{\rho}$ are equal to 1 and the remaining eigenvalue is equal to $1+\rho$.
(c) $\operatorname{det}\left(P_{\rho}\right)=1+\rho$.
(d) If $\rho \neq-1$, then $P_{\rho}$ is nonsingular and $P_{\rho}^{-1}=P_{\mu}$, where $\mu=\frac{-\rho}{1+\rho}$.

In our setting, the analogous facts for the counteridentity turn out to be quite similar.

Theorem 4.1. Let $\rho$ be a real number, $u$ an $n \times 1$ unit symmetric real vector and $H_{\rho}=J+\rho u u^{T}$. Then
(a) The eigenvectors of $u u^{T}$ are eigenvectors of $H_{\rho}$.
(b) If $n$ is odd (respectively, even), then $\frac{n-1}{2}$ (respectively, $\frac{n}{2}-1$ ) eigenvalues of $H_{\rho}$ are equal to 1 and $\frac{n-1}{2}$ (respectively, $\frac{n}{2}$ ) eigenvalues are equal to -1 . The remaining eigenvalue is $1+\rho$.
(c) $\operatorname{det}\left(H_{\rho}\right)=(1+\rho)$ if $\left\lfloor\frac{n}{2}\right\rfloor$ is even and it is equal to $-(1+\rho)$ if $\left\lfloor\frac{n}{2}\right\rfloor$ is odd.
(d) If $\rho \neq-1$, then $H_{\rho}^{-1}=H_{\sigma}$, where $\sigma=\frac{-\rho}{1+\rho}$.

Proof. Let $u=u_{1}, u_{2}, \ldots, u_{n}$ be an orthonormal basis of eigenvectors of $u u^{T}$ corresponding to eigenvalues $1,0, \ldots, 0$, respectively. The vector $u_{1}$ is unique up to sign, and since $u u^{T}$ is real symmetric centrosymmetric, there are $\lceil n / 2\rceil$ orthonormal symmetric eigenvectors and $\lfloor n / 2\rfloor$ orthonormal skew-symmetric eigenvectors of $u u^{T}$. The vector $u=u_{1}$ is given to be symmetric. Therefore, of the remaining eigenvectors, $\lceil n / 2\rceil-1$ are symmetric and $\lfloor n / 2\rfloor$ are skew-symmetric.

Now note that $H_{\rho} u_{1}=(1+\rho) u_{1}$. If $u_{j}, j>1$, is a symmetric vector, we also see that $H_{\rho} u_{j}=J u_{j}+\rho u u^{T} u_{j}=u_{j}$, while if $u_{j}$ is skew-symmetric, then $H_{\rho} u_{j}=-u_{j}$. Parts (a) and (b) follow from these facts. Part (c) is immediate from (b). To prove (d), note that $J u u^{T}=u u^{T}=u u^{T} J$ and

$$
\begin{aligned}
H_{\rho} H_{\sigma} & =\left(J+\rho u u^{T}\right)\left(J+\sigma u u^{T}\right) \\
& =J^{2}+\rho u u^{T} J+J \sigma u u^{T}+\rho \sigma u u^{T} \\
& =I+(\rho+\sigma+\rho \sigma) u u^{T} .
\end{aligned}
$$

One can also prove the previous theorem by considering $H_{\rho}^{2}=I+\left(2 \rho+\rho^{2}\right) u u^{T}$.
Remark. We note that the one parameter family $\left\{P_{\rho}=I+\rho u u^{T} \mid \rho \neq-1\right\}$ forms a topological group. On the other hand, the corresponding one parameter family for the counteridentity $\left\{H_{\rho}=J+\rho u u^{T} \mid \rho \neq-1\right\}$ has all the trappings of a topological group except that the closure law fails.

For the case when $u$ is skew-symmetric and for more general results about rankone perturbations of centrosymmetric matrices (note that $J$ is centrosymmetric), we refer the reader to [1].
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